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SOMETHING WRONG ?
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quantum chaos and mesoscopic physics with microwaves
See H.-J. Stöckmann’s book (quantum chaos); Akkermans & Montambaux’s book (mesoscopic physics)

(~2/2m = 1)



• network analyzer provides the 
scattering S-matrix (~10GHz)

• (quasi-)1D/2D/3D geometries

• closed or partially open boundary 
conditions

• TM or TE polarization

• chaotic cavities, periodic or 
disordered lattices

EXPERIMENTAL SETUP



• network analyzer provides the 
scattering S-matrix (~10GHz)

• (quasi-)1D/2D/3D geometries

• closed or partially open boundary 
conditions

• TM or TE polarization

• chaotic cavities, periodic or 
disordered lattices

EXPERIMENTAL SETUP

!

!



ARTIFICIAL DIRAC & 
TOPOLOGICAL MATERIALS
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Graphene is boasting a profound impact in condensed-matter 
science1,2 and technology3–5. It is an unusually perfect reali-
zation of a two-dimensional (2D) semimetal displaying, in a 

wide range of energies, linearly dispersing conduction and valence 
bands, which touch at the so-called Dirac point. Charge neutrality 
pins the Fermi energy at the apex of the Dirac cones, which are par-
ticularly intriguing because they imply that quasiparticles behave like 
relativistic elementary particles with zero rest mass6.

Dirac conical singularities can emerge in any 2D lattice. In most 
cases they are anisotropic7 and require a fine tuning of the param-
eters that define the lattice8,9. Symmetry arguments, however, show 
that they appear naturally in honeycomb lattices (or, more in general, 
in lattices with underlying triangular symmetry) at the edges of the 
Brillouin zone (BZ). Hence, in the search for Dirac fermions in sys-
tems other than natural graphene, a good starting point is to study 
lattices characterized by triangular symmetry.

The extraordinary properties of graphene, ultimately stemming 
from tunnelling of particles in a honeycomb lattice, have stimulated 
a number of researchers to realize ‘quantum simulators’ of graphene 
and related materials in other systems. These have the advantage of a 
larger degree of control, may offer fundamental insights on the behav-
iour of Dirac fermions and, perhaps, provide hints for future develop-
ments and applications in technology.

Here we review recent experimental and theoretical advances in 
the realization of ‘artificial graphene’ (AG), or more precisely, artifi-
cially prepared hexagonal or hexagonal-like lattices. There are many 
reasons to study such artificial systems. (i) In most of the systems we 
discuss in this Review, the main effort is to design and control tun-
nelling of electrons, atoms and photons in a designed hexagonal or 
hexagonal-like lattice. This allows regimes of parameters that are not 
accessible in natural graphene to be reached. A paradigmatic example 
is the regime of strong spin–orbit coupling, which is easy to reach in 
AG, but is not accessible in natural graphene. (ii) In AG interparti-
cle interactions can be largely controlled by a variety of means, either 
by controlling the type of particles and their density or by applying 
external optical or magnetic schemes. One can therefore switch con-
tinuously from weak to strong interparticle interactions. In certain 

Artificial honeycomb lattices for electrons,  
atoms and photons
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Artificial honeycomb lattices offer a tunable platform for studying massless Dirac quasiparticles and their topological and 
correlated phases. Here we review recent progress in the design and fabrication of such synthetic structures focusing on 
nanopatterning of two-dimensional electron gases in semiconductors, molecule-by-molecule assembly by scanning probe 
methods and optical trapping of ultracold atoms in crystals of light. We also discuss photonic crystals with Dirac cone dispersion 
and topologically protected edge states. We emphasize how the interplay between single-particle band-structure engineering 
and cooperative effects leads to spectacular manifestations in tunnelling and optical spectroscopies.

systems the role of strong anisotropic dipolar interactions can even be 
investigated. (iii) Additionally, AG offers the possibility of designing, 
realizing and studying with local spectroscopy the interplay between 
Dirac physics and artificial defects. (iv) Finally, in some of the artifi-
cial honeycomb systems addressed here, the timescales of dynamics 
are very long (milliseconds for atoms, for example). This fact provides 
the unique opportunity to study the dynamical behaviour of many-
particle effects in vivo, and thus address fundamental questions such 
as, for instance, persistence of topological states of matter with respect 
to noise and so on.

Recent advances have demonstrated the possibility of creating AG 
in diverse subfields of low-energy physics. Current methods of design 
and synthesis that will be addressed here include (i) nanopatterning 
of ultrahigh-mobility 2D electron gases (2DEGs)10–15, (ii) molecule-
by-molecule assembly of honeycomb lattices on metal surfaces by 
scanning probe methods16, (iii) trapping ultracold fermionic and 
bosonic atoms in honeycomb optical lattices17–19, and (iv) confining 
photons in honeycomb photonic crystals20–23.

We present an overview of the state of the art of this emerging 
multidisciplinary field and offer perspectives on possible future 
developments.

Designing and probing Dirac bands in artificial lattices 
Artificial graphene structures offer a playground for comprehending 
physical phenomena related to the Dirac energy/momentum disper-
sion relation in regimes that are difficult to achieve in natural gra-
phene. We now discuss the most relevant AG lattices for electrons, 
atoms and photons explored so far. These systems have complemen-
tary physical properties that enable the investigation of a wide range 
of phenomena.

Figure 1 summarizes four different approaches used to obtain AG 
and the relevant tunable parameters. It can be argued that whereas 
the molecular, atomic and photonic analogues of graphene offer an 
unprecedented control over particle tunnelling, the nanofabricated 
semiconductor analogue enables the exploration of the impact of 
long-range interactions and many-body effects. Cold atoms in hon-
eycomb optical lattices offer similar advantages, enriched by the 
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possibility of studying the interplay between many-particle effects 
and strong spin–orbit coupling on timescales of hundreds of milli-
seconds. Technologically, however, the semiconductor route to AG 
offers the key advantage of scalability as silicon and III–V materials 
are suitable for conventional top-down nanofabrication approaches. 
The realization of AG in semiconductors requires, however, a fine 
control over disorder (to the end of minimizing it with respect to for 
example, inter-site tunnelling), whereas the other analogues of gra-
phene are either disorder free (for example, cold atoms) or charac-
terized by tunnelling energy scales that are substantially larger than 
disorder (for example, molecules deposited on metals).

Confining electrons. In 1970, Esaki and Tsu realized the possibil-
ity of engineering energy bands by artificially modulating the poten-
tial in one direction24. This pioneering work stimulated a large effort 
focused on bandgap engineering in semiconductor heterostructures 
that, thanks to the refinement of nanofabrication techniques, even-
tually led to the development of lateral superlattices–semiconductor 
systems characterized by a 2D periodic potential modulation25.

Exploitation of these artificial crystals started in the late 1980s and 
enabled the observation of Weiss oscillations26, chaotic dynamics and 
Hofstadter butterfly phenomena27,28. Similar effects have been recently 
observed in natural graphene on hexagonal boron nitride29–31.

High-quality 2D patterns with nanoscale dimensions in semi-
conductor structures hosting ultrahigh-mobility electrons can be 
achieved by a combination of electron-beam nanolithography, etch-
ing and metallic-gate deposition. This combination yields an external 
potential landscape with honeycomb geometry that acts as a lattice of 
potential wells (such as quantum dots) to trap electrons and/or holes. 
The spatial resolution of these techniques can reach values of a few 
tens of nanometres or even below. Further improvements in spatial 

resolution can be obtained by bottom-up nanofabrication methods, 
for example, by designing semiconductor lattices by nanocrystal self-
assembly32. These approaches allow to independently control the elec-
tron density and inter-site distances and to tune the interplay between 
on-site (U) and nearest-neighbour (V) repulsive interactions and sin-
gle-particle hopping energy (t), opening the way to the observation 
of collective phenomena and quantum phase transitions in such AG 
solid-state systems.

Recent experimental results obtained in honeycomb patterns 
defined on 2DEGs in GaAs quantum heterostructures paved the way 
for the realization of semiconductor AG11–14. Experimental results in 
the regime U/t >> 1 reveal13 unique low-lying collective excitations, 
such as ‘anomalous spin waves’, in the inelastic light scattering spectra 
(as shown in Fig. 5a–c). Although the presence of Dirac fermions has 
not been experimentally demonstrated yet in these systems, several 
theoretical studies10,11,14 indicate that Dirac bands can be designed 
to occur under realistic conditions. For example, elementary tight-
binding calculations suggest that Dirac cones extending for 1 meV 
can be obtained by tuning the quantum dot spacing to 20 nm, a value 
reachable by using nanofabrication methods.

A completely different route to realize solid-state AG has been 
recently followed in ref. 16 (Fig. 2). These authors succeeded in mak-
ing AG structures with a lattice constant of a few nanometres by plac-
ing CO molecules on top of a Cu substrate with the aid of the tip of 
a scanning tunnelling microscope (STM; Fig.  2a,b). By probing the 
density of states of the confined electrons through STM measurements 
(Fig. 2d) and their evolution as a function of an applied pseudo-mag-
netic field the authors proved the formation of Dirac bands with the 
characteristic Landau levels of Dirac fermions2,6. Although the screen-
ing exerted by the bulk states below the 2DEG on the Cu(111) surface 
makes these ‘molecular graphene’ structures not the ideal candidates 
for exploring many-body effects, the large versatility in the atomic 
design allows unprecedented local control to embed, map and tune 
the symmetries underlying the 2D Dirac equation. In this system, the 
authors estimate U/t ¾0.5 using known material parameters16. Within 
the Cu system, there is room to increase the strength of effective inter-
actions by reducing t with larger lattices, or else the atomic manipula-
tion scheme may be extended to other substrates with lower screening 
effects in a quest to realize interacting phases.

The band structure of molecular graphene can be understood by 
assuming that the superlattice potential created by the CO molecules 
acts as a weak perturbation on the parabolic band that describes the 
Cu surface state. The superlattice potential is most effective at chang-
ing the parabolic dispersion at the edges of the superlattice BZ. Results 
of such a perturbative calculation are shown in Fig. 2c. The super-
lattice potential hybridizes the six unperturbed Cu surface states, 
which lie at the corners of the new BZ. The effective Hamiltonian at 
each corner of the BZ is given by a 3 × 3 matrix, which gives rise to a 
doublet (blue and green bands in Fig. 2c) and a singlet (red band in 
Fig. 2c). The doubly degenerate state leads to an effective Dirac equa-
tion. This ‘nearly free’ electron scheme can be generalized to include 
the effects of strain16 and spin–orbit coupling33. Similar approaches 
can be applied to describe Dirac bands in AG in semiconductors10,11. 
The general symmetries of the triangular lattice uniquely determine 
these couplings, which have the same form as graphene34,35. In par-
ticular, spatially patterning the hopping by means of STM atom 
manipulation allows the generation of both gauge (pseudo)electric 
and (pseudo)magnetic fields (Fig. 2e,f). Global changes in the lattice 
constant in molecular graphene add a simple scalar potential to the 
Dirac Hamiltonian equivalent to an electrical field, which changes the 
chemical potential or ‘doping’16. Local changes to the lattice constant 
engineer a strain introducing a vector potential equivalent to a large 
perpendicular magnetic field16,36,37 , here tunable up to 60 T (Fig. 2f). 
Finally, creating an alternating bond structure in the form of a Kekulé 
distortion was shown (Fig. 2e) to attach mass to the formerly massless 
Dirac fermions, akin to the Higgs field38–40.

V0 ≈ 103 K
d ≈ 1−3 nm
N ≈ 102−103

U ≈ 600 K
V << U
t ≈ 103 K
TF ≈ 5−500 K

V0 ≈ 10 K
d ≈ 20−100 nm
N ≈ 10−107

U ≈ 10 K
V ≈ 1 K
t ≈ 1−10 K
TF ≈ 0.1−100 K

V0 ≈ 10 mK
d ≈ 500 nm
N ≈ 105

U ≈ 100 nK
V << U
t ≈ 0.1−103 nK
TF ≈ 100 nK

Δn ≈ 10–3

d  ≈ 10 μm–10 mm
N ≈ 10−103

n/a
n/a
c0 ≈ cm–1

n/a

a b c d

Figure 1 | Artificial graphene structures experimentally obtained by different 
methods. a–d, Bottom: the main tunable parameters of each approach: V0 
is the lattice depth, d is the lattice constant and N the number of sites. The 
parameter U(V) is the strength of the on-site (nearest-neighbour) repulsion 
and t is the single-particle hopping energy. TF is the Fermi temperature. 
a, Scanning electron micrograph of the surface of a nanopatterned gallium 
arsenide heterostructure. The distance between two dots is ~130 nm. 
b,c, Molecular graphene systems (b) and optical lattices for cold atoms (c). 
In panel b, red(black) spheres represent the oxygen(carbon) atoms of carbon 
monoxide molecules whereas the yellow–orange surfaces represent the 
electron density in a honeycomb pattern. In panel c, green and purple spheres 
represent cold atoms. d, Photonic honeycomb crystals made by optical 
induction methods. Δn is the change of refractive index induced by laser 
irradiation; c0 is the coupling constant between waveguides, which plays the 
role of t. There is no gap in this system except for the one that is induced by 
strain in the form of Landau levels. Panel c courtesy of L. Fallani. 
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OUTLINE

1. From microwave dielectric resonator to tight-binding lattices
dielectric resonator, TE mode, evanescent coupling, LDOS & eigenstates

2. Experimental realization of a Penrose tiling quasicrystal
irregular staircase IDOS, dominant coupling, energy landscape, gap labeling



NICE MICROWAVE SET-UP

������� ��	 	���� �� �
�����

��������
���	 �
��

�

������
	����

���������
���
����



MICROWAVE RESONATOR

" = 37• high permittivity 
• low loss

8 mm

5 m
m

Depending on the excitation:

TM modes:                   (~r) = Ez(~r) energy everywhere
(particle with positive energy)

TE modes:                   (~r) = Bz(~r) energy essentially inside
(particle with negative energy)

Q ' 7000

Dielectric ceramic (ZrSnTiO):



ISOLATED RESONATOR
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‘‘BESSEL ORBITAL’’
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TIGHT-BINDING COUPLING
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TIGHT-BINDING COUPLING
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TIGHT-BINDING COUPLING
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TIGHT-BINDING COUPLING

Similar values of the fitting parameters are obtained for benzene-
like, square and honeycomb lattices.
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DATA PROCESSING
A direct access to the density of states and intensity of the 
eigenstates through:

g(r1, ⌫) = � �

� h|S11|2i⌫

X

n

| n(r1)|2�(⌫ � ⌫n)

arg [S11(⌫)] = '11(⌫)g(r1, ⌫) =
|S11(⌫)|2
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'0
11(⌫)

for a given eigenfrequency: measure the local intensity
local density of states, DOS by averaging

PRB 88, 115437 (2013)



SQUARE LATTICE

BELLEC, KUHL, MONTAMBAUX, AND MORTESSAGNE PHYSICAL REVIEW B 88, 115437 (2013)

FIG. 4. (Color online) DOS, LDOS, and wave functions for the square lattice with d = 13 mm spacing. (a) Measured DOS, through
g function; see Appendix A. (b) Measured LDOSs in a small frequency range corresponding to the gray zone in (a). Each site is marked
with a color ranging from deep blue to red (inset). (c)–(k) Experimental wave function intensities for various eigenfrequencies ranging from
6.7560 GHz (k) to 6.8129 GHz (c). (c), (d), and (e) correspond to ν1, ν2, and ν3 in (b), respectively. (d) and (e) are nearly degenerated states
(see text for details).

strength leads to a shift of the eigenfrequencies; however it
does not affect the eigenstates.

III. HIGHER ORDER NEAREST-NEIGHBOR COUPLINGS

From the spectra presented in Fig. 4(a), one can extract
another crucial piece of information: the density of states. As
shown in Appendix A, the g function averaged over all the
site positions is a quantity directly related to the DOS. If we
restrict the TB model to the N1 interactions, we expect to
have a symmetric DOS in both square and hc lattices. This is
opposed to what we observe in Fig. 4(a), where the LDOSs
are clearly not symmetric. In this section, we will emphasize
the role of higher order nearest-neighbor coupling terms and
show, both experimentally and analytically, how significant
they are in the DOS shape modification.

A. Tight-binding Hamiltonian

Let us first focus on the square lattice. Since the lattice
presents only one site per unit cell [see Fig. 6(a)], in the
TB approximation, using the Bloch theorem, the dispersion
relation can be written as

ν(k) − ν0 = −
∑

k

t(R)eik·R. (4)

k = (kx,ky) corresponds to the Bloch wave vector, R is the
translation vector of the lattice, and where the on-site resonant
frequency ν0 appears explicitly. t(R) is the coupling between
two sites separated by R. If we consider only the coupling

terms t1 and t2 between the first and second nearest-neighbors
[gray and dashed gray circles in Fig. 6(a), respectively], Eq. (4)
reads27

ν(k) − ν0 = −2t1(cos k · a1 + cos k · a2)

−2t2[cos k · (a1 + a2) + cos k · (a1 − a2)], (5)

where a1 and a2 define the primitive cell of the Bravais lattice
as depicted in Fig. 6(a). The extrema of the energy band
correspond to k · a1 = k · a2 = 0 and k · a1 = k · a2 = π . The
width of the band #ν and its center νc are thus given by

#ν = 8|t1|, (6a)

νc = ν0 − t2. (6b)

The DOS, which is obtained by counting the number of
allowed states for each frequency, is nonzero between νmin =
νc − #ν/2 and νmax = νc + #ν/2. Moreover, a singularity
appears in the DOS at ν = νp. It corresponds to the saddle point
in the dispersion relation (5) which is located at k · a1 = 0 and
k · a2 = ±π . We have

νp = ν0 + 4t2. (7)

The positions of these frequencies depend on the N1 and
N2 coupling terms, t1 and t2, respectively. Consequently, as
shown in Fig. 7(a), the shape of the DOS is strongly affected.
The spectrum goes from a symmetric distribution (gray area)
when only N1 couplings are considered (i.e., t2 = 0) to a
nonsymmetric shape (red line) when N2 coupling terms are
included (i.e., t2 ̸= 0). The peak shifts and the band extrema

115437-4
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exp.
analy.

(a) (c)

(b) (d)

d = 15 mm d = 15 mm

d = 13 mm d = 13 mm

FIG. 8. (Color online) DOS for regular square [(a), (b)] and hc
[(c), (d)] lattices for various lattice constant d . (a), (c) d = 15 mm. (b),
(d) d = 13 mm. Blue area: Normalized histogram with 24 bins per
bandwidth (see text for details) of the g function averaged over all the
position r. Orange line: Analytical solution for a infinite system taking
into account the N1, N2, and N3 coupling terms. These parameters
are obtained by locating the points of interest as seen in Fig. 7.

In addition, the two logarithmic divergences observed in
Fig. 7(b) correspond to the saddle points in the dispersion
relation (12) (for kM · a1 = kM · a2 = π ) and emerge at

ν− = ν0 + 2t2 − |t1 − 3t3|, (15a)

ν+ = ν0 + 2t2 + |t1 − 3t3|. (15b)

Here again, the position of these points depends on the cou-
pling parameters (t1, t2, and t3) and the frequency ν0. The DOS
shape is thus strongly affected as seen in Fig. 7(b). The
two extrema are modified, the vanishing point is shifted, and
consequently, the two bands become dissymmetric. We would
like to point out that we have neglected the overlap s between
nearest-neighbor (l,l′) wave functions: s = ⟨#l|#l′ ⟩ ≈ 0. Its
effect may be incorporated in a slight change of the ti’s.
Therefore, we consider here that the ti’s are effective coupling
parameters.

B. Experimental and analytical DOS

To experimentally extract the density of states, we average
the g function over all positions r1. Indeed, the DOS is
directly related to ⟨g(ν)⟩r1 (see Appendix A). As presented
in Fig. 8, the spectra have been measured for various lattice
constants. Note that, in order to reduce the fluctuations
of ⟨g(ν)⟩r1 and thus improve the frequency assignment,
we use normalized histograms. We choose a bin width of
$νbin = (1/24)|νmax − νmin| corresponding to approximately
10 resonances per bin on average. So far, we have not discussed
the sign of the couplings. The symmetry of the two-disk
system eigenfunctions presented in Sec. II C implies t1 < 0.
We observe in Fig. 8 that the position of the peak (νp) and the
vanishing point (νD) are shifted towards lower frequencies. In
view of Eqs. (7) and (13), this means that t2 is also negative.
Concerning N3 coupling, we show below that the DOS is well

fitted when t3 and t1 have the same sign; therefore t3 < 0.
The common sign for the three nearest-neighbor couplings is
consistent with their similar physical origin.28 Therefore, by
extracting the frequencies of interest from the experimental
spectra, we can get, according to Eqs. (6) and (7), the coupling
parameters for the square lattice:

ν0 = 1
4

(νmin + νmax + 2νp), (16a)

|t1| = 1
8

(νmax − νmin), (16b)

t2 = 1
8

(
νp − νmin + νmax

2

)
. (16c)

For the hc lattice, according to Eq. (14), if the condition
|t1| > 3|t3| is satisfied, we have

ν0 = 1
6

(νmin + νmax + 4νD), (17a)

|t1| = 1
8

(νmax − νmin + ν+ − ν−), (17b)

t2 = 1
9

(
νD − νmin + νmax

2

)
, (17c)

|t3| = 1
24

[νmax − νmin − 3(ν+ − ν−)]. (17d)

The extracted values are reported in Table I. The N1
coupling parameters t1 are added in Fig. 3(b) for both square
(green square) and hc (blue circle) lattice for lattice constant
d = 11, 12, 13, and 15 mm. We observe that, apart from
d = 11 mm, these values are very consistent with the ones
obtained with two-disk (gray diamonds) and hexagonal (red
circles) systems. Then, the values of the Table I are used to
numerically calculate the DOS of an infinite system in the
tight-binding approximation [using Eqs. (5) and (12)]. Note
that, to take into account experimental losses, we introduce a
Lorentzian broadening in the DOS with a full width at half
maximum corresponding to 0.5% of the bandwidth. The plots
are displayed with orange lines in Fig. 8. We observe a good
agreement with the experimental data, taking into account that
the experimental system is finite (with only ∼220 disks). Still,
it is possible to observe the dynamic of the spectra which
shows the effect of N2 and N3.

Let us focus on the hc lattice [see Figs. 8(c) and 8(d)]. For
both lattice constants we clearly observe a shift of the Dirac
point and a dissymmetric band structure, whereas the number
of states remains equivalent in each band. As the first band is
narrower, it also becomes more intense, whereas the second
band is larger and less intense. The reason is that a large
t2/t1 squeezes considerably the lowest band, and therefore
increases the DOS in the lower band (recall that in our system
t2 < 0). As the N2/N1 ratio decreases with d, these effects
are less significant for the large lattice constant (d = 15 mm
and t2/t1 = 0.09) than for the smaller one (d = 13 mm and
t2/t1 = 0.12). Moreover, by increasing t2/t1, we observe an
increase of the DOS near the lower edge leading to a flattening
of the lower band. Actually, one can show that, at ν = νmin,
the DOS increases with t2 as

ρ(νmin) =
√

3
2π

1√
|t1| − 6|t2|

. (18)
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1. From microwave dielectric resonator to tight-binding lattices
dielectric resonator, TE mode, evanescent coupling, LDOS & eigenstates

2. Experimental realization of a Penrose tiling quasicrystal
irregular staircase IDOS, dominant coupling, energy landscape, gap labeling

OUTLINE



MICROWAVE PENROSE TILING

(b)
movable antenna

ceramic 
cylinderstriangular tiles

(a)
diamond tiles

E [GHz]

(c)

6.55 6.60 6.65 6.70 6.75 6.80
0
2
4
6
8

10
12
14

DO
S

• Penrose lattice with diamond tiles
• 164 resonators placed at each diamond vertex
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(LOCAL) DENSITY OF STATES
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EIGENSTATES
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BAND WAVEFUNCTIONS



DOMINANT COUPLING

dominant coupling along the diagonal of the thin rhombus
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BAND STRUCTURE
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TRIMER MOTIF
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DIMER MOTIF
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‘ISOLATED’ SITES

E3 = Eb

|�3,ai = |1ti � |3ti |�3,bi = |1si



BAND POPULATIONS

�1 = �5 = 5� 3�

�2 = �4 = 5�� 8

�3 = 1� 2�1 � 2�2 = 7� 4�

# of dimers:

# of trimers:

# of others:



BAND POPULATIONS

N (E) =

8
>>><

>>>:

�1 = 5� 3�, E 2 �E1

�1 + �2 = 2�� 3, E 2 �E2

�1 + �2 + �3 = 4� 2�, E 2 �E3

�1 + �2 + �3 + �4 = 3�� 4, E 2 �E4,



PHYSICAL PICTURE OF THE 
GAP LABELING



TAKE-HOME MESSAGE

• tight-binding model emulates with dielectric resonator lattices;

• flexible experimental platform giving access to DOS and 
eigenstates;

• experimental realization of a finite 2D quasicrystal with 
Penrose tiling;

• simple physical pictures of gap labeling and energy landscape.



• This talk: arXiv: 1411.1234.

• Artificial graphene: PRB 88, 115437 (2013), PRL 110, 033902 (2013).

• Disordered graphene & Boron Nitride: PRB 87, 035101 (2013).

• Topological phase transition and edge states: Nature Com., 6:6710 (2015), 
NJP 16, 113023 (2014), PRL 110, 033902 (2013).

• Dirac oscillator, Dirac gyroscope: PRL 111, 170405 (2013), NJP 15, 123014 
(2013).

• Quantum search: PRL 114, 110501 (2015).

• Topological state in 2D Lieb lattice: soon on arXiv.

FURTHER READINGS


